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Tableaux

Fix a field F.

Definition
A partition of n is a weakly decreasing sequence
λ = (λ1, λ2, . . . ) of integers which sum to n. An l-multipartition
of n is an l-tuple of partitions λ = (λ(1), . . . , λ(l)) such that∑
|λ(i)
| = n. We denote the set of l-multipartitions by P l

n.

We draw the Young diagram [λ] of λ ∈P l
n as in the following

example.
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Tableaux

Example
Let λ = ((6,3,2,2),∅, (4,2)).

[λ] =

∅
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Type C residues

Let ` ∈ {2,3, . . . } ∪ {∞} and I = Z≥0 if ` = ∞ or I = {0,1,2, . . . , `}
otherwise. Fix a level l ∈ Z>0 and a multicharge
κ = (κ1, . . . , κl) ∈ Z

l .
To each node in a Young diagram, we associate a residue as
follows. Let A = (r , c,m) ∈ [λ]. If ` = ∞, then we define the
residue of A to be res A := κm + c − r = |κm + c − r |.

Example
Let ` = ∞, κ = (2,0,−1), and λ = ((6,3,2,2),∅, (4,2)).

2 3 4 5 6 7
1 2 3
0 1
1 0

∅

1 0 1 2
2 1

4 / 13



Type C residues
Let ` ∈ {2,3, . . . } ∪ {∞} and I = Z≥0 if ` = ∞ or I = {0,1,2, . . . , `}
otherwise.

Fix a level l ∈ Z>0 and a multicharge
κ = (κ1, . . . , κl) ∈ Z

l .
To each node in a Young diagram, we associate a residue as
follows. Let A = (r , c,m) ∈ [λ]. If ` = ∞, then we define the
residue of A to be res A := κm + c − r = |κm + c − r |.

Example
Let ` = ∞, κ = (2,0,−1), and λ = ((6,3,2,2),∅, (4,2)).

2 3 4 5 6 7
1 2 3
0 1
1 0

∅

1 0 1 2
2 1

4 / 13



Type C residues
Let ` ∈ {2,3, . . . } ∪ {∞} and I = Z≥0 if ` = ∞ or I = {0,1,2, . . . , `}
otherwise. Fix a level l ∈ Z>0 and a multicharge
κ = (κ1, . . . , κl) ∈ Z

l .

To each node in a Young diagram, we associate a residue as
follows. Let A = (r , c,m) ∈ [λ]. If ` = ∞, then we define the
residue of A to be res A := κm + c − r = |κm + c − r |.

Example
Let ` = ∞, κ = (2,0,−1), and λ = ((6,3,2,2),∅, (4,2)).

2 3 4 5 6 7
1 2 3
0 1
1 0

∅

1 0 1 2
2 1

4 / 13



Type C residues
Let ` ∈ {2,3, . . . } ∪ {∞} and I = Z≥0 if ` = ∞ or I = {0,1,2, . . . , `}
otherwise. Fix a level l ∈ Z>0 and a multicharge
κ = (κ1, . . . , κl) ∈ Z

l .
To each node in a Young diagram, we associate a residue as
follows. Let A = (r , c,m) ∈ [λ].

If ` = ∞, then we define the
residue of A to be res A := κm + c − r = |κm + c − r |.

Example
Let ` = ∞, κ = (2,0,−1), and λ = ((6,3,2,2),∅, (4,2)).

2 3 4 5 6 7
1 2 3
0 1
1 0

∅

1 0 1 2
2 1

4 / 13



Type C residues
Let ` ∈ {2,3, . . . } ∪ {∞} and I = Z≥0 if ` = ∞ or I = {0,1,2, . . . , `}
otherwise. Fix a level l ∈ Z>0 and a multicharge
κ = (κ1, . . . , κl) ∈ Z

l .
To each node in a Young diagram, we associate a residue as
follows. Let A = (r , c,m) ∈ [λ]. If ` = ∞, then we define the
residue of A to be res A := κm + c − r = |κm + c − r |.

Example
Let ` = ∞, κ = (2,0,−1), and λ = ((6,3,2,2),∅, (4,2)).

2 3 4 5 6 7
1 2 3
0 1
1 0

∅

1 0 1 2
2 1

4 / 13



Type C residues
Let ` ∈ {2,3, . . . } ∪ {∞} and I = Z≥0 if ` = ∞ or I = {0,1,2, . . . , `}
otherwise. Fix a level l ∈ Z>0 and a multicharge
κ = (κ1, . . . , κl) ∈ Z

l .
To each node in a Young diagram, we associate a residue as
follows. Let A = (r , c,m) ∈ [λ]. If ` = ∞, then we define the
residue of A to be res A := κm + c − r = |κm + c − r |.

Example
Let ` = ∞, κ = (2,0,−1), and λ = ((6,3,2,2),∅, (4,2)).

2 3 4 5 6 7
1 2 3
0 1
1 0

∅

1 0 1 2
2 1

4 / 13



Type C residues
Let ` ∈ {2,3, . . . } ∪ {∞} and I = Z≥0 if ` = ∞ or I = {0,1,2, . . . , `}
otherwise. Fix a level l ∈ Z>0 and a multicharge
κ = (κ1, . . . , κl) ∈ Z

l .
To each node in a Young diagram, we associate a residue as
follows. Let A = (r , c,m) ∈ [λ]. If ` = ∞, then we define the
residue of A to be res A := κm + c − r = |κm + c − r |.

Example
Let ` = ∞, κ = (2,0,−1), and λ = ((6,3,2,2),∅, (4,2)).

2 3 4 5 6 7
1 2 3
0 1
1 0

∅

1 0 1 2
2 1

4 / 13



Type C residues

If ` < ∞, we replace the residue pattern . . . 3210123 . . . with
012 . . . (`−1)`(`−1) . . . 1.

Example
Let ` = 3, κ = (2,0,−1), and λ = ((6,3,2,2),∅, (4,2)).

2 3 2 1 0 1
1 2 3
0 1
1 0

∅

1 0 1 2
2 1
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Tableaux

A λ-tableau is a filling of [λ] with {1,2, . . . ,n} without repeats.

Call a λ-tableau standard if entries increase along rows and
down columns within each component. Denote the sets of
standard λ-tableaux by Std(λ).

The initial λ-tableau Tλ is obtained by filling the entries along
each row in order down the Young diagram.

The residue sequence of a λ-tableau T is res T = (i1, . . . , in)
where ir is the residue of the node occupied by r in T.

For a λ-tableau T, we denote by wT ∈ Sn the permutation such
that wTTλ.
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Tableaux

Example
For λ = ((6,3,2,2),∅, (4,2)) and κ = (2,0,−1) as before, the
initial tableau Tλ is

1 2 3 4 5 6
7 8 9
1011
1213

∅

14151617
1819 .

If ` = 3, res Tλ = (2,3,2,1,0,1,1,2,3,0,1,1,0,1,0,1,2,2,1). If
` = ∞, res Tλ = (2,3,4,5,6,7,1,2,3,0,1,1,0,1,0,1,2,2,1).
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Tableaux

Example
Let λ = (3,2).

Then we have standard tableaux

T1 =
1 2 3
4 5 T2 =

1 2 4
3 5 T3 =

1 3 4
2 5

T4 =
1 2 5
3 4 T5 =

1 3 5
2 4

wT1 = 1, wT2 = s3, wT3 = s2s3, wT4 = s4s3, wT5 = s2s4s3.
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KLR algebras

The Khovanov–Lauda–Rouquier algebra R(n) is the unital
F-algebra generated by

{e(ν) | ν ∈ In} ∪ {x1, . . . , xn} ∪ {ψ1, . . . , ψn−1},

subject to a long list of relations.

R(n) was introduced to categorify the negative half of a
quantum group Uq(g).

For each dominant weight Λ, R(n) has a cyclotomic quotient
RΛ(n) which categorifies the corresp. highest weight module
V(Λ).

Here we discuss results when g is of type C∞ or C(1)

`
.
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Specht modules

Let λ ∈P l
n and κ ∈ Zl . We define the graded R(n)-module

Sλκ = Sλ to be the module with generator zλ subject to the
relations

1. e(ν)zλ = δν,res Tλzλ,
2. xrzλ = 0,
3. ψrzλ = 0 if r and r + 1 lie in the same row of Tλ,
4. Garnir relations.

For each w ∈ Sn, fix a reduced expression w = si1 . . . sir . We
define ψw = ψi1 . . . ψir .

10 / 13



Specht modules

Let λ ∈P l
n and κ ∈ Zl .

We define the graded R(n)-module
Sλκ = Sλ to be the module with generator zλ subject to the
relations

1. e(ν)zλ = δν,res Tλzλ,
2. xrzλ = 0,
3. ψrzλ = 0 if r and r + 1 lie in the same row of Tλ,
4. Garnir relations.

For each w ∈ Sn, fix a reduced expression w = si1 . . . sir . We
define ψw = ψi1 . . . ψir .

10 / 13



Specht modules

Let λ ∈P l
n and κ ∈ Zl . We define the graded R(n)-module

Sλκ = Sλ to be the module with generator zλ subject to the
relations

1. e(ν)zλ = δν,res Tλzλ,
2. xrzλ = 0,
3. ψrzλ = 0 if r and r + 1 lie in the same row of Tλ,
4. Garnir relations.

For each w ∈ Sn, fix a reduced expression w = si1 . . . sir . We
define ψw = ψi1 . . . ψir .

10 / 13



Specht modules

Let λ ∈P l
n and κ ∈ Zl . We define the graded R(n)-module

Sλκ = Sλ to be the module with generator zλ subject to the
relations

1. e(ν)zλ = δν,res Tλzλ,

2. xrzλ = 0,
3. ψrzλ = 0 if r and r + 1 lie in the same row of Tλ,
4. Garnir relations.

For each w ∈ Sn, fix a reduced expression w = si1 . . . sir . We
define ψw = ψi1 . . . ψir .

10 / 13



Specht modules

Let λ ∈P l
n and κ ∈ Zl . We define the graded R(n)-module

Sλκ = Sλ to be the module with generator zλ subject to the
relations

1. e(ν)zλ = δν,res Tλzλ,
2. xrzλ = 0,

3. ψrzλ = 0 if r and r + 1 lie in the same row of Tλ,
4. Garnir relations.

For each w ∈ Sn, fix a reduced expression w = si1 . . . sir . We
define ψw = ψi1 . . . ψir .

10 / 13



Specht modules

Let λ ∈P l
n and κ ∈ Zl . We define the graded R(n)-module

Sλκ = Sλ to be the module with generator zλ subject to the
relations

1. e(ν)zλ = δν,res Tλzλ,
2. xrzλ = 0,
3. ψrzλ = 0 if r and r + 1 lie in the same row of Tλ,

4. Garnir relations.

For each w ∈ Sn, fix a reduced expression w = si1 . . . sir . We
define ψw = ψi1 . . . ψir .

10 / 13



Specht modules

Let λ ∈P l
n and κ ∈ Zl . We define the graded R(n)-module

Sλκ = Sλ to be the module with generator zλ subject to the
relations

1. e(ν)zλ = δν,res Tλzλ,
2. xrzλ = 0,
3. ψrzλ = 0 if r and r + 1 lie in the same row of Tλ,
4. Garnir relations.

For each w ∈ Sn, fix a reduced expression w = si1 . . . sir . We
define ψw = ψi1 . . . ψir .

10 / 13



Specht modules

Let λ ∈P l
n and κ ∈ Zl . We define the graded R(n)-module

Sλκ = Sλ to be the module with generator zλ subject to the
relations

1. e(ν)zλ = δν,res Tλzλ,
2. xrzλ = 0,
3. ψrzλ = 0 if r and r + 1 lie in the same row of Tλ,
4. Garnir relations.

For each w ∈ Sn, fix a reduced expression w = si1 . . . sir . We
define ψw = ψi1 . . . ψir .

10 / 13



Specht modules

Let Λ = Λκ1 + · · ·+ Λκl
.

Theorem (Ariki–Park–S., 2017)
Let λ ∈P l

n. Then Sλκ is a graded RΛ(n)-module, spanned by
the homogeneous elements {ψwTzλ | T ∈ Std(λ)}.

Theorem (Ariki–Park–S., 2017)
Suppose ` = ∞ and λ ∈P l

n. Then the set {ψwTzλ | T ∈ Std(λ)}
is an F-basis of Sλ. Moreover, we have the graded character
formula

chq Sλ =
∑

T∈Std(λ)

qdeg T res T.

We conjectured that the above result remains true when ` < ∞.
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Semisimplicity

For i ∈ I and k ∈ Z>0, we define α∨i,n = α∨i + α∨i+1 + · · ·+ α∨i+k−1,
where we take indices modulo ` + 1 if ` < ∞.

We have the following important conditions.

(SS1) For all i ∈ I, 〈Λ, α∨i,n〉 ≤ 1. ←→ “residues appearing in
distinct components are distinct”

(SS2) For all 1 ≤ j ≤ l, n−1
2 ≤ κj ≤ ` −

n−1
2 . ←→ “residues are far

enough away from 0 and `”
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Semisimplicity

Theorem (S., 2017)
Suppose that conditions (SS1) and (SS2) hold, and let λ ∈P l

n.

Then the Specht module Sλ is concentrated in degree 0, has
basis {ψwTzλ | T ∈ Std(λ)}, and the RΛ(n)-action on the basis is
given by

e(ν)ψwTzλ = δν,res TψwTzλ, xrψwTzλ = 0,

ψrψwTzλ =

ψwsr Tzλ if srT is standard,
0 otherwise.

Moreover, Sλ is an irreducible graded RΛ(n)-module.

Theorem (S., 2017)
RΛ(n) is semisimple if and only if conditions (SS1) and (SS2).
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