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The cyclotomic KLR algebra

The cyclotomic KLR algebra

F a field, e ∈ {2,3, . . . } ∪ {∞}, I := Z/eZ (or I := Z if e = ∞). For κ ∈ Il ,
the cyclotomic Khovanov–Lauda–Rouquier algebra Rn is the unital,
associative F-algebra with generating set{

e(i)
∣∣∣ i ∈ In

}
∪ {y1, . . . , yn} ∪ {ψ1, . . . , ψn−1} and relations

e(i)e(j) = δi,je(i);
∑
i∈In

e(i) = 1;

yre(i) = e(i)yr ; ψre(i) = e(sr i)ψr ;

yrys = ysyr ;

ψrys = ysψr if s , r , r + 1;
ψrψs = ψsψr if |r − s| > 1;

yrψre(i) = (ψryr+1 − δir ,ir+1)e(i);
yr+1ψre(i) = (ψryr + δir ,ir+1)e(i);
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The cyclotomic KLR algebra

ψ2
r e(i) =



0 ir = ir+1,

e(i) ir+1 , ir , ir ± 1,
(yr+1 − yr)e(i) ir = ir+1+1,
(yr − yr+1)e(i) ir = ir+1−1,
(yr+1 − yr)(yr − yr+1)e(i) ir = ir+1+1,e = 2;

ψrψr+1ψre(i) =


(ψr+1ψrψr+1+1)e(i) ir+2 = ir = ir+1+1,
(ψr+1ψrψr+1−1)e(i) ir+2 = ir = ir+1−1,
(ψr+1ψrψr+1+yr−2yr+1+yr+2)e(i) '', e = 2,
(ψr+1ψrψr+1)e(i) otherwise;

y
〈Λκ,αi1 〉

1 e(i) = 0;

for all admissible r , s, i, j.
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Cylotomic KLR algebras and Hecke algebras

Cylotomic KLR algebras and Hecke algebras

Fact
Rn is Z-graded by setting

deg(e(i)) = 0; deg(yr) = 2;

deg(ψre(i)) =


−2 if ir = ir+1,

1 if ir = ir+1 ± 1 and e , 2,
2 if ir = ir+1 ± 1 and e = 2,
0 otherwise.

Theorem (Brundan–Kleshchev, ’09)
Suppose e = p or p - e. Then Rn is isomorphic to the corresponding
cyclotomic Hecke algebra.
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Multipartitions and tableaux

Multipartitions and tableaux

Definition
An l-multipartition of n is an l-tuple of partitions λ = (λ(1), . . . , λ(l))
such that

∑l
i=1 |λ

(i)
| = n. We write P l

n for the set of l-multipartitions of
n.

Definition
For λ ∈P l

n, a λ-tableau T is the Young diagram of λ filled with entries
1, . . . ,n without repeats.
Call T standard (and write T ∈ Std(λ)) if entries increase along rows
and down columns within each component.

Example: Let λ = ((3,2), (2,1)).

T = 1 2 5
6 8 ∈ Std(λ).

3 7
4
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Multipartitions and tableaux

Definition
The initial tableau Tλ ∈ Std(λ) is the λ-tableau with entries in order
along successive rows.

Example: Let λ = ((3,2), (2,1)). Then

Tλ =
1 2 3
4 5 .

6 7
8

Definition
For A = (r , c,m) a node in [λ], define the residue of A to be
κm + c − r (mod e).
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1 2
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Graded Specht modules

Graded Specht modules

For each λ ∈P l
n, we can define a Specht module Sλ for Rn by

generators and relations.

As an Rn-module, Sλ is cyclic, generated by zλ.

We write iλ := iTλ .

Relations for Sλ

e(i)zλ = δiλ,izλ;
yrzλ = 0 for all r = 1,2, . . . ,n;
ψrzλ = 0 whenever r & r + 1 are in the same row in Tλ;
*some Garnir relations involving ψ generators*.
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Homogeneous basis

Homogeneous basis

For each w ∈ Sn, fix a reduced expression w = si1si2 . . . sir in the
Coxeter generators of Sn.

Definition
Denote by wT the element of Sn satisfying wTTλ = T.
If wT = si1si2 . . . sir then define ψT := ψi1ψi2 . . . ψir .

For each T ∈ Std(λ), define vT := ψTzλ ∈ Sλ.

Example: Take λ = (3,1). We have three standard λ-tableaux
1 2 3
4 , 1 2 4

3 and 1 3 4
2 . The corresponding elements vT are

given by zλ, ψ3zλ and ψ2ψ3zλ respectively.
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Homogeneous basis

Fact
There is a combinatorially degree function deg : Std(λ)→ Z.

We set deg(zλ) := deg(Tλ) (recall that Tλ is the initial λ-tableau – filled
along consecutive rows) and have:

Theorem (Brundan–Kleshchev–Wang, ’11)
Let T ∈ Std(λ). Then deg(T) = deg(vT).

Theorem (Brundan–Kleshchev–Wang, ’11)

The Rn-module Sλ has a homogeneous basis
{
vT | T ∈ Std(λ)

}
.

Example: {zλ, ψ3zλ, ψ2ψ3zλ} is a homogeneous basis of S(3,1).
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Row removal for homomorphisms

Row removal for homomorphisms

Suppose λ, µ ∈P l
n. We would like to calculate homomorphisms

Sλ → Sµ. In general, this is very difficult!

Definition
For r > 0 and 1 6 m 6 l, we define λT = λT(r ,m) and λB = λB(r ,m) to
be the top and bottom pieces of λ with respect to a cut between rows r
and r + 1 in λ(m).

Example: λ = ((3,2), (2,1), (3,1)),m = 2, r = 1.

[λ] =

λT

λB
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Row removal for homomorphisms

Row removal for homomorphisms
Suppose λ, µ ∈P l

n. We would like to calculate homomorphisms
Sλ → Sµ.

In general, this is very difficult!

Definition
For r > 0 and 1 6 m 6 l, we define λT = λT(r ,m) and λB = λB(r ,m) to
be the top and bottom pieces of λ with respect to a cut between rows r
and r + 1 in λ(m).

Example: λ = ((3,2), (2,1), (3,1)),m = 2, r = 1.

[λ] =

λT

λB

Liron Speyer (Osaka University) Graded row removal 11 / 19



Row removal for homomorphisms

Row removal for homomorphisms
Suppose λ, µ ∈P l

n. We would like to calculate homomorphisms
Sλ → Sµ. In general, this is very difficult!

Definition
For r > 0 and 1 6 m 6 l, we define λT = λT(r ,m) and λB = λB(r ,m) to
be the top and bottom pieces of λ with respect to a cut between rows r
and r + 1 in λ(m).

Example: λ = ((3,2), (2,1), (3,1)),m = 2, r = 1.

[λ] =

λT

λB

Liron Speyer (Osaka University) Graded row removal 11 / 19



Row removal for homomorphisms

Row removal for homomorphisms
Suppose λ, µ ∈P l

n. We would like to calculate homomorphisms
Sλ → Sµ. In general, this is very difficult!

Definition
For r > 0 and 1 6 m 6 l, we define λT = λT(r ,m) and λB = λB(r ,m) to
be the top and bottom pieces of λ with respect to a cut between rows r
and r + 1 in λ(m).

Example: λ = ((3,2), (2,1), (3,1)),m = 2, r = 1.

[λ] =

λT

λB

Liron Speyer (Osaka University) Graded row removal 11 / 19



Row removal for homomorphisms

Row removal for homomorphisms
Suppose λ, µ ∈P l

n. We would like to calculate homomorphisms
Sλ → Sµ. In general, this is very difficult!

Definition
For r > 0 and 1 6 m 6 l, we define λT = λT(r ,m) and λB = λB(r ,m) to
be the top and bottom pieces of λ with respect to a cut between rows r
and r + 1 in λ(m).

Example:

λ = ((3,2), (2,1), (3,1)),m = 2, r = 1.

[λ] =

λT

λB

Liron Speyer (Osaka University) Graded row removal 11 / 19



Row removal for homomorphisms

Row removal for homomorphisms
Suppose λ, µ ∈P l

n. We would like to calculate homomorphisms
Sλ → Sµ. In general, this is very difficult!

Definition
For r > 0 and 1 6 m 6 l, we define λT = λT(r ,m) and λB = λB(r ,m) to
be the top and bottom pieces of λ with respect to a cut between rows r
and r + 1 in λ(m).

Example: λ = ((3,2), (2,1), (3,1)),m = 2, r = 1.

[λ] =

λT

λB

Liron Speyer (Osaka University) Graded row removal 11 / 19



Row removal for homomorphisms

Row removal for homomorphisms
Suppose λ, µ ∈P l

n. We would like to calculate homomorphisms
Sλ → Sµ. In general, this is very difficult!

Definition
For r > 0 and 1 6 m 6 l, we define λT = λT(r ,m) and λB = λB(r ,m) to
be the top and bottom pieces of λ with respect to a cut between rows r
and r + 1 in λ(m).

Example: λ = ((3,2), (2,1), (3,1)),m = 2, r = 1.

[λ] =

λT

λB

Liron Speyer (Osaka University) Graded row removal 11 / 19



Row removal for homomorphisms

Row removal for homomorphisms
Suppose λ, µ ∈P l

n. We would like to calculate homomorphisms
Sλ → Sµ. In general, this is very difficult!

Definition
For r > 0 and 1 6 m 6 l, we define λT = λT(r ,m) and λB = λB(r ,m) to
be the top and bottom pieces of λ with respect to a cut between rows r
and r + 1 in λ(m).

Example: λ = ((3,2), (2,1), (3,1)),m = 2, r = 1.

[λ] =

λT

λB

Liron Speyer (Osaka University) Graded row removal 11 / 19



Row removal for homomorphisms

Row removal for homomorphisms
Suppose λ, µ ∈P l

n. We would like to calculate homomorphisms
Sλ → Sµ. In general, this is very difficult!

Definition
For r > 0 and 1 6 m 6 l, we define λT = λT(r ,m) and λB = λB(r ,m) to
be the top and bottom pieces of λ with respect to a cut between rows r
and r + 1 in λ(m).

Example: λ = ((3,2), (2,1), (3,1)),m = 2, r = 1.

[λ] =

λT

λB

Liron Speyer (Osaka University) Graded row removal 11 / 19



Row removal for homomorphisms

Row removal for homomorphisms
Suppose λ, µ ∈P l

n. We would like to calculate homomorphisms
Sλ → Sµ. In general, this is very difficult!

Definition
For r > 0 and 1 6 m 6 l, we define λT = λT(r ,m) and λB = λB(r ,m) to
be the top and bottom pieces of λ with respect to a cut between rows r
and r + 1 in λ(m).

Example: λ = ((3,2), (2,1), (3,1)),m = 2, r = 1.

[λ] =

λT

λB

Liron Speyer (Osaka University) Graded row removal 11 / 19



Row removal for homomorphisms

Definition
Let λ, µ ∈P l

n, and suppose that for some r > 0 and 1 6 m 6 l, we have
|λT| = |λT(r ,m)| = |µT| = |µT(r ,m)| =: nT

and
|λB| = |λB(r ,m)| = |µB| = |µB(r ,m)| =: nB. Then we say that the pair
(λ, µ) admits a horizontal cut at (r ,m).

Theorem (Fayers–S, 2016)

Suppose e , 2 and κi all distinct. Let λ, µ ∈P l
n, and suppose that for

some r > 0 and 1 6 m 6 l, the pair (λ, µ) admits a horizontal cut at
(r ,m). Then, as graded vector spaces,

HomRn(S
λ,Sµ) � HomRnT

(SλT ,SµT) ⊗ HomRnB
(SλB ,SµB).
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Row removal for homomorphisms

Row removal for homomorphisms

Example: Let e = 3, κ = (0,1,2), λ = ((6,4,32,13), (5,4,2,14),
(92,6,22)) and µ = ((10,4,32,22), (25), (13,9,6)).

Then (λ, µ) admits
a horizontal cut at (3,2), and this cut results in

[λ] = [µ] =
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Row removal for homomorphisms

We may perform a further horizontal cut between the final two
components, in order to reduce the difficult computation of a large level
2 homomorphism space to two level 1 spaces.

Now suppose that p = 0. We may calculate (by computer) that

dim HomRnT
(SλT ,SµT) = v7

and
dim HomRnB

(SλB ,SµB) = v × 2v5 = 2v6.

Thus, we retrieve that dim HomRn(S
λ
κ ,S

µ
κ) = 2v13.
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Row removal for decomposition numbers

Row removal for decomposition numbers

Definition
Let λ, µ ∈P l

n. If µ indexes a simple module, then Sµ has simple head
Dµ. The graded decomposition number dλµ is

dλµ =
∑
k∈Z

[Sλ : Dµ
〈k 〉]vk .

i.e. the composition multiplicity of Dµ in Sλ, with gradings encoded.

Working with quasi-hereditary covers of Rn, we acquire some
analogous row removal results to those for homomorphisms.

Analogously to horizontal cuts, we may talk about vertical cuts, at
(c,m) and the left and right pieces it yields.
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Row removal for decomposition numbers

Definition
Let λ, µ ∈P l

n.

We say that (λ, µ) admits a diagonal cut at (r , c,m) if it
admits a horizontal cut at (r ,m) and a vertical cut at (c,m).
With respect to this cut, we redefine the top and bottom pieces to be
λT = (λT(r ,m),∅, . . . ,∅) & λB = (∅, . . . ,∅, (cr , λ(m)

B ), λ(m+1), . . . , λ(l)).

Theorem (Bowman–S)

Let λ, µ ∈P l
n. If (λ, µ) admits a diagonal cut at some (r , c,m), then

dλµ = dλTµB × dλBµB ,

where dλTµB and dλBµB are the corresponding graded decomposition
numbers in smaller algebras.
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Row removal for decomposition numbers

Example: e = 3, κ = (0,1), λ = ((52,42,3,2,1), (9,6,42,3,23,1)),
µ = ((5,42,33), (9,6,5,42,22,13)).

The pair admits a diagonal cut at
(5,3,2).

[λ] = [µ] =
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Row removal for decomposition numbers

[λT] = [µT] =

[λB] =
∅

[µB] =
∅
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Row removal for decomposition numbers

This reduction yields multipartitions amenable to available techniques
(whereas λ and µ are not).

We can see that

dλTµT = v11 + 2v9 + 2v7 + v5 and dλBµB = v .

Thus, we have dλµ = v12 + 2v10 + 2v8 + v6.

Liron Speyer (Osaka University) Graded row removal 19 / 19



Row removal for decomposition numbers

This reduction yields multipartitions amenable to available techniques
(whereas λ and µ are not). We can see that

dλTµT = v11 + 2v9 + 2v7 + v5 and dλBµB = v .

Thus, we have dλµ = v12 + 2v10 + 2v8 + v6.

Liron Speyer (Osaka University) Graded row removal 19 / 19



Row removal for decomposition numbers

This reduction yields multipartitions amenable to available techniques
(whereas λ and µ are not). We can see that

dλTµT = v11 + 2v9 + 2v7 + v5 and dλBµB = v .

Thus, we have dλµ = v12 + 2v10 + 2v8 + v6.

Liron Speyer (Osaka University) Graded row removal 19 / 19


	The cyclotomic KLR algebra
	Cylotomic KLR algebras and Hecke algebras
	Multipartitions and tableaux
	Graded Specht modules
	Homogeneous basis
	Row removal for homomorphisms
	Row removal for decomposition numbers

