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Professor Kenji Doya

Abstract

The dual goals of Neural Computation Unit are to elucidate the brain’s mechanisms for robust and flexible

adaptation and to create autonomous adaptive systems like animals and humans. Our major subject is
“reinforcement learning,” in which an agent, biological or artificial, learns novel behaviors by active exploration
and reward feedback. We now set our focus on “mental simulation,” in a subject uses an internal dynamic model
of the world to estimate the current state from past state and actions or plan ahead sequence of actions to reach
to a desired state. We combine top-down, theoretical approaches and bottom-up, experimental approaches to
achieve these goals. Our Unit consists of three groups, neurobiology, computation, and robotics, working on the

following topics in a synergistic way.

The Systems Neurobiology Group aims to clarify the neural mechanisms of reinforcement learning and mental
simulation through rodent experiments. We revealed working-memory representations in cortico- basal ganglia
circuit during decision making tasks (Yoshizawa et al., 2023). Our prism-lens imaging showed differential coding
of prediction and actual sensory signal in deep and superficial layers of the somatosensory cortex. We started to
analyze the activities of dorsal raphe serotonin neurons during behaviors to obtain reward and to avoid

punishment.

The Dynamical Systems Group develops methods for neural data analysis and construct models of the
functions and dysfunctions of the brain. We participated in Japan’s flagship neuroscience project, Brain/MINDS,
we analyzed the wide-field calcium imaging data and further extended the optical neuroimage analysis tool
OptiNiSt (https://optinist.readthedocs.io).

The Adaptive Systems Group develop robust and efficient learning algorithms and test them in simulation and
robotic experiments. We developed novel reinforcement learning algorithms and smartphone-based platform for

evolutionary robotics.



We have been successful in obtaining external funding, Kakenhi in Transformative Areas (FY2023-2027) and
Brain/MINDS 2.0 (FY2023-2028). We also contributed to the visibility of OIST in the national and international

research community, for example, giving a keynote talk at IJCNN 2023.

1. Staff

SYSTEMS NEUROBIOLOGY GROUP

e Katsuhiko Miyazaki, Senior Staff Scientist

e Kayoko Miyazaki, Senior Staff Scientist

e Anupama Chaudhary, Technician

e Hajime Yamanaka, Technician

e Sergey Zobnin, OIST Student

e Miles Desforges, OIST Student

e Yuma Kajihara, OIST Student

e Jianning Chen, OIST Student

e Naohiro Yamauchi, OIST Student

e Tomohiko Yoshizawa, Visiting Researcher (Hokkaido University)

e Kazumi Kasahara, Visiting Researcher (AIST)

DYNAMICAL SYSTEMS GROUP

e Yukako Yamane, Staff Scientist

e Soheil Keshmiri, Staff Scientist

e Yuzhe Li, Postdoctoral Scholar

e Razvan Gamanut, Research Fellow

e Florian Lalande, OIST Student

e Shuhei Hara, OIST Student

e Hideyuki Yoshimura, OIST Student

e Sutashu Tomonaga, OIST Student

e Yi-Shan Cheng, OIST Student

e Yusaku Kasai, OIST Student

e Hiroaki Hamada, Visiting Researcher (ARAYA)
e Hiromichi Tsukada, Visiting Researcher (Chubu University)

e Carlos Enrique Gutierrez, Visiting Researcher (Softbank)

ADAPTIVE SYSTEMS GROUP

e Ekaterina Sangati, Postdoctoral Scholar
e Christopher Buckley, Technician

e Kristine Faith Roque, OIST Student

e Yuji Kanagawa, OIST Student

e Tojoarisoa Rakotoaritina, OIST Student



e Farzana Rahman, Visiting Researcher (Independent University)

RESEARCH UNIT ADMINISTRATORS

e Kikuko Matsuo
e Misuzu Saito

2. Collaborations

e Dr. Takuya Isomura at RIKEN CBS and other collaborators in the Unified Theory project.

e Prof. Masanori Matsuzaki and Dr. Teppei Ebina at the University of Tokyo and RIKEN Center for Brain
Science for the analysis of the calcium imaging data of the marmoset brain under Brain/MINDS project.

e Prof. Benoit Girard at Sorbonne University and Kim Blackwell at George Mason University on the models
of the basal ganglia.

e Our alumni Dr. Dongqi Han at Microsoft Shanghai

e Anindustrial collaboratory research project on brian-like computation.

e Anindustrial collaboratory research project on the analysis and modeling of health-related data from

wearable devices.

3. Activities and Findings
3.1 Nuerobiology Experiments [Systems Neurobilogy Group]

3.1.1 Neural substrate of dynamic Bayesian inference [Kakenhi Project on Unified Theory]



We continued our experiments to clarify how predictive information from actions and sensory information through
environmental interaction are integrated across different layers of the somatosensory and motor cortical circuits
in mice. We performed cross-layer calcium imaging while mice performed a lever pulling task with variable lever
resistance. Regression analysis showed that more deep layer neurons encode expected lever resistance, while
more superficial layer neurons encode actual lever resistance (Zobnin, PhD thesis, 2024). This is a first step

toward understanding the cortical implementation of Bayesian inference.
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Figure 1: Prism lens imaging of somatosensory cortex in variable-resistance lever pull task

(Zobnin, PhD thesis, 2024).

Our paper on the working memory of previous action and reward in the cortico-basal ganglia circuit was

published in eNeuro (Yohizawa et al., 2023).

3.1.2 The role of serotonin in the regulation of patience [Moonshot Goal 9]

Under the Moonshot Program, we performed extensive experiments on the roles of serotonin and dopamine in
motor actions and patient waiting to obtain rewards and to avoid punishments. Using fiber-photometry, we
showed that the activities of serotonin neurons in the dorsal raphe nucleus during waiting is proportional to the

probability of reward but not the expected value.

Our paper on the awake opto-fMRI study showing that stimulation of dorsal raphe serotonin neurons activates

wide brain areas related to reward prediction was accepted in Nature Communications (Hamada et al., 2024).

3.2. Neural Data Analysis and Modeling [Dynamical Systems Group]

3.2.1 Analysis and modeling of marmoset brain data [Brain/MINDS Project]



We analyzed wide-field calcium imaging data from the premotor to parietal cortex of marmoset monkeys
acquired in Matsuzaki lab in University of Tokyo (Ebina et al., 2024). In order to characterize the calcium
responses of wide cortical fields, we applied non-negative matrix factorization (NMF) to the fluorescence signal
and detected tens of components from the premotor cortex (PM), primary motor cortex (M1), primary
somatosensory cortex (S1), and the parietal cortex (PPC). Then to analyze dynamic interactions across these
neural populations, we applied the embedding entropy (EE) method (Shi et al., 2022) and found that the causal
interactions across populations strengthened through lever push/pull task training.
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Figure 2: Extraction of distinct spatiotemporal components by NMF from wide-filed calcium
imaging from the marmoset cortex. Analysis by embedding entropy showed stronger causal
We continued improving the software OptiNiSt, the optical neuroimage studio, which allows intuitive construction

of data processing pipeline by graphic user interface and large-scale processing on PC clusters

(https://optinist.readthedocs.io). The open-source software is available from GitHub and DockerHub.

3.2.2 Analysis of wearable device data

We analyzed the physiological data obtained by a wearable device VitalPatch and proposed the transfer entropy

from the respiration rate to the heart rate as a new biomarker for health (Keshmiri et al., 2024).

3.3 Robotics and Reinforcement Learning [Adaptive Systems Group]

3.3.1 Data-efficient reinforcement learning

Our paper on how model-free and model-based learning and control can help each other was accepted for

publication in Nature Communications (Han et al. 2024).

3.3.2 Smartphone robot platform


https://optinist.readthedocs.io/

We built a new generation of smartphone robots using originally designed circuit boards for improved energy

management.
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5. Intellectual Property Rights and Other Specific Achievements

Nothing to report

6. Meetings and Events

(INOTE] You can include the following in "6. Meetings and Events":

(1)
(2)

6.1

Seminars and workshops by guest speaker(s)

Seminars and workshops by guest speaker(s) and OIST faculty member(s)/unit member(s)

Workshops and other events

Vision Science Forum 2023

Date: October 26, 2023 - 16:00 to Friday, October 27, 2023 - 17:00



Venue: OIST Conference Center
Co-organizers: Vision Science Forum,
Speakers:
o Yu Takagi (National Institute of Informatics)
o Yuko Yotsumoto (The University of Tokyo)
o Hiroaki Gomi (NTT)
o Kowa Koida (Toyohashi University of Technology)
o Sam Reiter (Okinawa Institute of Science and Technology)
o Masataka Sawayama (The University of Tokyo)
o Tomonari Murakami (The University of Tokyo)
o Ko Sakai (University of Tsukuba)

o Ichiro Masai (Okinawa Institute of Science and Technology)

The second research area meeting of Transformative Research Area (A): Unified Theory of

Prediction and Action

Date: November 4, 2023

Venue: OIST Conference Center

URL: https://groups.oist.jp/ncu/event/second-research-area-meeting-transformative-research-
area-%EF%BC%9Aunified-theory-prediction-and

Sponsor: Kakenhi Project on Development and validation of a unified theory of prediction and action

The Machine Learning Summer School in Okinawa 2024

Date: March 4 — March 15, 2024

Venue: OIST Auditriam and Conference Center
URL: https://groups.oist.jp/mlss

Sponsors: OIST and RIKEN AIP

Neural Computation Workshop 2024 (FY2023)

Date: March 16, 2024
Venue: OIST Seaside House

URL: https://groups.oist.jp/ncu/event/neural-computation-workshop-2023

Sponsors: Neural Computation Unit

6.2 Seminars by Visitors

Successor features representations: Human-inspired transfer reinforcement learning and its

application to social robotics

Date: September 22, 2023
Venue: OIST Campus Seminar room B503, Center Bldg
Speaker: Dr. Chris Reinke (Inria Grenoble)


https://groups.oist.jp/ncu/event/second-research-area-meeting-transformative-research-area-%EF%BC%9Aunified-theory-prediction-and
https://groups.oist.jp/ncu/event/second-research-area-meeting-transformative-research-area-%EF%BC%9Aunified-theory-prediction-and
https://groups.oist.jp/mlss
https://groups.oist.jp/ncu/event/neural-computation-workshop-2023

Dynamics and learning - Future of Al with robotics applications

e Date: December 11, 2023
e Venue: OIST Campus Meeting Room D015
e Speaker: Mr. Motoya Ohnishi (The Paul G. Allen School of CS & E, University of Washington)

A recurrence-based direct method for stability analysis

e Date: December 25, 2023
e Venue: OIST Campus Meeting Room D015
e Speaker: Mr. Roy Siegelmann (the Mallada Laboratory, Johns Hopkins Whiting School of Engineering)

Understanding and shaping implicit brain functions that support physical and mental skills in sports

e Date: March 7, 2024
e Venue: OIST Campus Seminar Room C209, Ctr. Bldg
e Speaker: Dr. Makio KASHINO (Kashino Diverse Brain Research Laboratory, NTT Communication

Science Laboratories)

7. Other

Nothing to report.



